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A Survey of Interactive Remote Rendering Systems

Shu Shi, AT&T Labs Research

Cheng-Hsin Hsu, National Tsing-Hua University

Remote rendering means rendering 3D graphics on a computing device and displaying the results on an-
other computing device connected through a network. The concept was originally developed for sharing
computing resources remotely. It has been receiving increasing attention from researchers in both academia
and industry in recent years due to the proliferation of cloud computing and mobile devices. In this article,
we survey the interactive remote rendering systems proposed in the literature, analyze how to improve the
state-of-the-art, and summarize the related technologies. The readers of this article will understand the
history of remote rendering systems and obtain some inspirations of the future research directions in this
area.

Categories and Subject Descriptors: H.5.1 [Multimedia Information System]: Video

General Terms: Design, Algorithms, Performance

Additional Key Words and Phrases: Cloud computing, cloud games, cloud rendering, distributed rendering,
video streaming, QoS, QoE

1. INTRODUCTION

1.1. What is Remote Rendering?

A remote rendering system runs rendering applications on one computing device,
which is referred to as rendering server or server, and displays the rendering results on
another network-connected computing device, which is referred to as client. An inter-
active remote rendering system is capable of accepting user controls through the input
devices on a client to interact with the rendering applications running on a server (Fig-
ure 1). In this survey, we focus on the interactive remote rendering systems that are
designed specifically for 3D graphics. Unless otherwise noted, the short term “remote
rendering” is used herein to indicate “interactive remote rendering for 3D graphics”.

The concept of remote rendering appeared early when PCs were not powerful enough
to process 3D graphics rendering. Initial research in this area investigated the poten-
tial of sharing a dedicated graphics workstation over networks to provide remote ren-
dering services [Ohazama 1999]. In recent years, the wide deployment of high-speed
wireless networks and the rising prosperity of mobile cloud computing have brought
more research interests into remote rendering. Beermann and Humphreys [2003] pre-
dicted that graphics rendering would become a remote service and this prediction came
true with the emergence of cloud gaming [Ross 2009].

Compared to the conventional approach that performs rendering locally, remote ren-
dering has several advantages. First, it can provide rich rendering experiences to
“thin” clients (e.g., mobile devices) with limited computing resources (i.e., GPU, mem-
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Fig. 1. Basic remote rendering framework

ory, power, etc.). Second, the computing resources on a rendering server can be effi-
ciently shared by multiple clients. Third, remote rendering is a simple but effective
cross-platform solution. After developing the client programs for different platforms,
all applications need only be developed for the server and the same rendering experi-
ence will be achieved on all client platforms. Last but not the least, a remote render-
ing system can be designed to prevent the source contents from leaking to malicious
users by streaming only rendering results to clients. In cloud gaming, for example, the
currently deployed remote rendering solutions can prevent pirating concerns because
game contents are never sent to gamers.

1.2. Key Challenges

Different remote rendering systems have been designed to target various problems
and challenges. In this survey, we give a broad overview of the different types of remote
rendering designs that have been proposed over the years. Our discussion focus on two
fundamental problems: how to reduce interaction latency and how to transmit data
from server to client effectively and efficiently.

We define “interaction latency” as the time from the generation of a user interaction
request until the appearance of the first updated frame on the client screen. As an
intrinsic problem of all network distributed systems, latency plays an important role
in evaluating system performance and QoE (Quality of Experience) [Wang and Dey
2009]. Long interaction latency can significantly impair user experience. For example,
100 ms is the largest tolerable latency for an intensive first person shooting game
[Beigbeder et al. 2004]. Therefore, the minimization of interaction latency is a major
concern and we will review all related latency reduction techniques that can be applied
to remote rendering.

Data transmission is always the core module of any remote rendering system. In
most cases, a data transmission module design should consider all sorts of constraints,
such as limited bandwidth, various channel conditions, and real-time requirements.
More importantly, the success of data streaming has a direct impact on the overall sys-
tem performance. In this article, we mainly discuss three aspects of data transmission:
compression, streaming protocols, and QoS/QoE evaluation.

1.3. Related Work

Thin Clients and Remote Sharing. Thin client systems (e.g., SLIM [Schmidt et al. 1999],
THiNC [Baratto et al. 2005], etc.) and remote desktop sharing systems (e.g., VNC
[Richardson et al. 1998], RDP [Cumberland et al. 1999], etc.) allow users to access
applications remotely and share computing resources. Users on the client side can in-
teract with the applications running on the server side. Nevertheless, there are key
differences between those systems and the remote rendering systems surveyed in this
article.

First, most thin client and remote sharing systems appeared before 3D graphics ren-
dering became popular. Early systems were only designed to support sharing desktop

ACM Computing Surveys, Vol. 1, No. 1, Article 1, Publication date: January 2014.



A Survey of Interactive Remote Rendering Systems 1:3

elements and rendering 2D graphics. Only the recent approaches started to add sup-
port for 3D graphics (e.g., THiNC [Baratto et al. 2005], TurboVNC [Commander 2007],
etc.). Second, the main research goal of sharing 2D applications is to design protocols
that can efficiently update regional changes on the screen. This is because 2D render-
ing is considered lightweight, such that it can either happen on a server or a client.
However, this assumption does not apply to 3D graphics due to the significantly in-
creased rendering complexity. Last, 3D applications like video games usually refresh
the whole screen at a much higher rate. Such applications also require different com-
pression and streaming methods that are different from those used in conventional 2D
thin client systems.

In this article, we will not include further detail on any specific thin client or remote
sharing design (the systems that support 3D graphics will be briefly introduced in
Section 2 for comparison with other remote rendering approaches). Therefore, readers
are referred to other surveys [Yang et al. 2002; Lai and Nieh 2006] for information on
those systems.

Distributed Graphics and Cluster Rendering. Another related work is distributed graphics.
When the rendering computation is too complex for one server to execute, or the dis-
play system is a wall of multiple screens [Staadt et al. 2003], such as CAVE [DeFanti
et al. 2011] and SAGE [Renambot et al. 2004], the rendering workload is divided and
distributed to multiple servers for parallel executions and the final rendering images
of these servers are stitched together. Such systems share similar network distributed
architecture to remote rendering systems but solve a totally different research prob-
lem. Distributed rendering mainly focuses on how to divide computation for paral-
lel rendering in a cluster, while remote rendering focuses on how server and client
interact with each other. Examples of distributed rendering efforts include WireGL
[Humphreys et al. 2001], Chromium [Humphreys et al. 2002], OpenGL Multipipe SDK
[Bhaniramka et al. 2005], ParaView [Cedilnik et al. 2006], and Equalizer [Eilemann
et al. 2009]. Although we are not going to cover distributed graphics or cluster render-
ing in more depth in this survey, we believe that the future remote rendering systems
will adopt distributed graphics to improve the rendering performance for rendering-
intensive applications.

1.4. Overview of this Survey

In Section 2, we survey some background information on rendering systems and review
the remote rendering designs proposed for various applications. In Section 3, we use a
specific example of the state-of-the-art cloud gaming systems to explain in detail the
challenges of remote rendering. Next, we survey different techniques that can address
two key challenges in Section 4 and Section 5, respectively. Section 6 shares our vision
of the future research directions in this area, and Section 7 concludes the survey.

2. REMOTE RENDERING SYSTEMS IN THE LITERATURE

In this section, before we jump into the details of how remote rendering systems are
built, we first review the rendering framework of X Window systems and how to modify
X to a general-purpose remote rendering system. Next, we list the specialized remote
rendering systems that have been designed for various applications. Last, we summa-
rize with a novel classification method based on the type of data transmitted between
server and client.

2.1. Rendering Basics

We take Unix/Linux as example to review some basic knowledge of rendering. The
rendering system of Unix/Linux is managed by X [Scheifler and Gettys 1986]. Figure
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2 shows an illustration of this server-client based window system. Each X application
runs as a client while the operating system hosts an X server that directly connects
to the hardware driver. An X application (X client) sends low level XLib operation
commands to an X server using X11 protocols and the X server executes the rendering
operations and displays the final image. X is network-transparent, meaning that an X
application can connect to a remote X server by sending XLib operations over networks.

X was originally designed for 2D graphics. The evolution of 3D graphics rendering
and OpenGL [Woo et al. 1999] makes the system more complex. The X server can di-
rectly interpret and execute XLib operations for 2D graphics, but not for 3D. The 3D
rendering operations comprise the commands for data description (including both ge-
ometry and texture) and 3D drawing. The rendering process requires the support of a
3D graphics driver (Figure 3), which can consist of either graphics hardware or soft-
ware libraries. The number and size of 3D operations for rendering one frame depend
on the complexity of 3D data. For a complex scene with millions of polygons, render-
ing even one single frame requires passing a huge amount of data to the 3D graphics
driver. In order to reduce the overhead of passing 3D rendering operations, X allows
OpenGL programs to bypass the X server and send all 3D operations, including both
drawing and data commands, to the OpenGL driver directly.
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2.2. General Purpose Solutions

Apparently, the network-transparent nature of X makes it a good platform to imple-
ment remote rendering. GLX was designed as the OpenGL extension for X1. It com-
prises an API that provides the OpenGL functions to X applications, an extension of
the X protocol that allows the X client to send 3D rendering operations to the X server,
and an extension to the X server that can pass 3D rendering operations to the under-
lying OpenGL driver. GLX allows 3D graphics rendering applications to display on a
remote X server like all other 2D applications (Figure 4(a)).

The problem with this command streaming approach is that 3D rendering is actu-
ally performed on the client side. All geometry models, texture maps, and operation
commands are streamed to the client before rendering can begin. For applications that
perform complex graphics rendering, streaming all graphical data to the client may
require excessive network bandwidth.

Application
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Fig. 4. Two general-purpose remote rendering solutions based on the X system: (a) GLX; (b) VirtualGL
[Commander 2007]

A different approach was introduced by Stegmaier et al. [2002; 2003]. Only 2D oper-
ations are sent to the X server (on the client side) while 3D operations are rendered on
the server side. The 3D rendering image is captured and streamed to the client, where
it is merged with 2D rendering results. This image streaming approach led to an open
source project: VirtualGL [Commander 2007]. Figure 4(b) shows an illustration of the
VirtualGL framework.

The bandwidth usage for the image streaming approach is predictable and bounded.
This is because the streaming bandwidth is proportional to the display resolution and
refresh rate. In the worst case when very complex 3D scenes are rendered, the image
streaming approach may require much less network bandwidth than the command
streaming approach mentioned above. Moreover, using the image streaming approach
requires no special graphical hardware on the client side.

Both GLX and VirtualGL are two examples of general-purpose remote rendering
solutions. They can support any OpenGL applications without extra efforts from de-
velopers to modify the source code for remote rendering. There have also been several
proprietary solutions belonging to this category, including SGI’s OpenGL Vizserver
[Ohazama 1999], HP’s Remote Graphics Software (RGS) [HP 2006], and Mercury In-
ternational Technology’s ThinAnywhere [Technology 2007].

1WGL [Paik ] and CGL [Apple 2009] are similar interfaces provided for Windows and Mac OS X, respectively.
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1:6 S. Shi and C. Hsu

The modern thin-client systems that support 3D graphics can also be considered
to be general-purpose solutions. Both command streaming and image streaming ap-
proaches have been applied in those systems. For example, THiNC [Baratto et al. 2005]
took a command streaming approach. The server creates a pseudo video card driver to
collect all low-level drawing operations, including both OpenGL and 2D drawing com-
mands. On the other hand, TurboVNC [Commander 2007] was an image streaming
approach. The server maintains a software frame buffer to save all graphical outputs
and sends the updates to the frame buffer to the client with an open protocol, known
as Remote Frame Buffer (RFB).

Although the general-purpose solution has the advantage of being compatible with
any 3D application, it also loses the flexibility of customized optimization. Most remote
rendering systems in the literature have not taken the general-purpose approach, but
instead were designed and optimized for specific applications.

2.3. Specialized Solutions

We classify all specialized remote rendering solutions based on two dimensions (Fig-
ure 5). The 3D model data are either dynamic or static, depending on whether they are
constantly updated during executions. The user interactions are either restricted or
unrestricted, depending on whether users are totally free to change the camera posi-
tion, orientation, and other actions. Remote rendering solutions in different categories
impose different design considerations. Detailed descriptions of these four categories
are given below.

S
ta
ti
c

D
y
n
a
m
ic

Restricted Unrestricted

User interaction

3
D
 M
o
d
e
l 
D
a
ta

Fig. 5. Four categories of specialized remote rendering systems and sample applications

Static Model & Restricted Interaction. The systems belonging to this category render
static 3D models and support restricted user interactions. “Restricted user interac-
tion” means a user can only interact with the 3D data in a few limited ways. For
example, a user can view a 3D model only from a few pre-defined viewpoints or change
the viewpoint within a limited range. Most remote visualization systems belong to
this category. Visualization systems are widely demanded to present various types of
data, such as medical images, scientific data, industry designs, and artworks. Many
visualization systems perform rendering remotely due to the complexity of the source
data or the limitations of presentation devices.

Bethel [2000] built a visualization system for large-volume scientific data visualiza-
tion. Since the volume date is too large to be transmitted over a network, it is stored
on a server and only the rendering results are transmitted to client devices. Ma and
Camp [2000] addressed the issues of rendering time-varying volume data in parallel
on multi-core servers. Engel et al. [2000] developed a system to visualize large-scale
medical volume data sets by converting the volume data to 2D slices. Prohaska et
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al. [2004] designed an interactive Micro-CT scan exploration system to retrieve only
sub-volume data from the storage server and render a much smaller data set locally.
Ma and colleagues [Ma 2010; Tikhonova et al. 2010] adopted explorable images in
remote visualization systems to allow users to manipulate rendering properties (e.g.,
color and opacity) on low-end hardware, such as mobile devices. The Deep Computing
Visualization (DCV) system [Snell and Willard 2007] from IBM and the Chromium
Render Server [Paul et al. 2008] are two examples of using clusters to render large
and complex data in parallel.

Remote visualization has also been applied to provide rich rendering experiences
on less powerful devices. Diepstraten et al. [2004] suggested generating a simplified
model with only line primitives for clients that have no 3D graphics hardware, but can
run 2D rasterization operations. Duguet and Drettakis [2004] converted 3D models to
downscaled point clouds for clients with small display screens. Levoy [1995] proposed
a hybrid solution to generate a simplified low-quality polygon representation as well
as a difference image, avoiding loss of rendering quality on the client side. Mann and
Cohen-Or [1997] designed a similar system that streams both polygons and pixels, but
focused on selecting the most important pixels to save bandwidth.

Web-based remote visualization addresses a special type of “thin” client. It enables
any client to access the rendering services through a standard web browser. The lim-
itations of such systems include the overhead of standard web communications and
the unknown computational capability available on the client. The Reality Server
[Nvidia 2009] from Nvidia has was released to provide photorealistic rendering ser-
vices through the web. Yoon and Neumann [2000] designed a web-based system using
IBR (Image-Based Rendering) techniques.

Mobile-based remote visualization addresses another type of “thin” client: mobile
devices (e.g., smartphones and tablets). [Woodward et al. 2002] and [D’Amora and
Bernardini 2003] were two early attempts to use a PDA as a CAD (Computer-Aided
Design) viewer while the actual CAD application ran on a remote server. Chang and
Ger [2002] proposed building LDIs (Layered Depth Images) [Shade et al. 1998] on
the server. The mobile client runs IBR algorithms to synthesize the display image.
Such studies may seem “outdated” now because mobile chips have been drastically
improved over the last decade. Current mobile devices are equipped with relatively
powerful multi-core GPU chips for complex 3D graphics rendering. However, the limi-
tations on mobile devices still exist for computationally-intensive applications such as
video games, which we will discuss in more depth in the following sections.

Remote visualization systems can serve other purposes. Koller et al. [2004] devel-
oped a remote rendering system to prevent the valuable 3D model data scanned from
famous artworks from leaking to malicious users. This system took an image stream-
ing approach by sending only the rendering results to the user, effectively protecting
the 3D source data. [Mark 1999] and [Smit et al. 2009] are two examples of how re-
mote rendering can help boost the rendering rate when the server is unable to render
fast enough. In their designs, the server only renders the key frames and the client
runs the IBR algorithm to interpolate new frames between key frames. As a result,
the perceived frame rate on the client side can be doubled or tripled compared to the
actual rendering frame rate on the server side.

Dynamic Model & Restricted Interaction. For some applications like 3D video or anima-
tion, the 3D data is dynamically generated or updated and the scene is constantly
changing. Rendering such applications requires that every frame be processed in real
time before the arrival of the next frame. No offline preparation or time-consuming
server computation (e.g., running time-consuming polygon simplification algorithms
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or creating LDIs for the model) can be applied to this category of remote rendering
systems.

Shi et al. [2008] proposed rendering depth images for 3D tele-immersive video (point
cloud based), and exploited IBR algorithms to reduce the viewpoint change latency [Shi
et al. 2009; Shi et al. 2010]. Lamberti et al. [2003] introduced an image-based remote
rendering framework for mobile clients and proposed a more advanced approach in
[Lamberti and Sanna 2007]. Moreover, Humphreys et al. [2002] developed an improved
video streaming system that employed rendering clusters for not only 3D rendering but
also real-time video coding.

Static Model & Unrestricted Interaction. “Unrestricted interaction” means the user can
freely change the viewpoint in the 3D space and even perform other actions that can
change the 3D data. The representative application of this category is VE (Virtual En-
vironment) navigation. VE navigation and walk-through systems have been commonly
adopted in online games and VR (Virtual Reality) systems [Singhal and Zyda 1999].
The major challenge of VE navigation is that the graphic model of the whole VE is
considered too large to be transmitted fast enough for real-time interactive rendering.
There are two main directions of VE research. One branch focuses on the peer-to-peer
communications between multiple users to synchronously render the virtual world
[Funkhouser 1995] and the other studies how to efficiently stream the virtual world
from the central server to end users [Cohen-Or et al. 2003]. Here we survey the sys-
tems of the second branch that fall into the scope of remote rendering.

Schmalstieg [1997] proposed using a remote rendering pipeline to manage the ge-
ometry and bandwidth in a distributed VE. The pipeline uses the server as a graphic
model database and transmits only the viewable models based on the user’s view-
point. The server database organizes all 3D graphic models as different LODs (levels
of detail) and stores them in Oct-Tree structures. For different zones of AOIs (areas
of interest), different LODs are transmitted. [Teler and Lischinski 2001] was a simi-
lar approach to streaming partial scenes in 3D format based on visibility, but it also
took into consideration network condition and user motion pattern. However, it is not
necessary to transmit all original 3D models to client because only the object surfaces
are visible in such walk-through applications. Lluch et al. [2005] constructed multi-
resolution meshes for remote rendering. Only the surface plus depth, also called 2.5D
mesh, is created. Different techniques to build and store multi-resolution meshes are
surveyed in [De Floriani and Magillo 2002]. A real-time system to extract a 2.5D mesh
for remote rendering was proposed in [Li et al. 2011].

There are also VE systems taking the image streaming approach. The QuickTime
VR system [Chen 1995] creates a 360-degree panorama image of the world based on
the user’s location. This environment map allows the client to pan around without any
special graphical hardware or further updates from the server. Boukerche and Pazzi
[2006] followed the same direction and developed a mobile VE navigation system based
on panorama rendering. Bao and Gourlay [2004] designed a VE walk-through system
using a different image-based approach. In their system, the server renders the virtual
scene and sends the result image with the depth map to the client. The client can
display the received images or run IBR algorithms to synthesize new images when the
rendering viewpoint is changed. Noimark and Cohen-Or [2003] introduced an MPEG-4
streaming-based VE walk-through system. The VE scenes are constantly rendered on
the server at a preset frame rate and encoded in real time using the MPEG-4 standard.
This approach does not need to analyze the source 3D models to determine LOD, but
requires constant network bandwidth between server and client for video streaming.
[Lamberti et al. 2003; Quax et al. 2006] both proposed similar video-based rendering
frameworks for mobile users.
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Dynamic Model & Unrestricted Interaction. Cloud gaming is the representative application
of this last category. The emergence of cloud gaming services has moved the rendering
computations of 3D video games to the cloud. Compared to other specialized remote
rendering approaches, such as those introduced above, rendering video games remotely
is a much more challenging task. First, the latest video games require very complex
3D graphics rendering to present the virtual world, avatars, and animation effects.
Cloud gaming therefore requires advanced graphical hardware for rendering. Second,
games need to be rendered at a high frame rate (e.g., 30 fps or higher) to accommodate
the dynamically changing scenes and intensive motions. Last, but most importantly,
long latency is intolerable. As we have mentioned in Section 1, 100 ms is the largest
tolerable interaction latency for first person shooting games [Beigbeder et al. 2004].

Several companies have provided cloud gaming services and solutions, such as On-
Live2, which uses a video streaming approach that renders video games in the cloud
and sends gameplay scenes as a 720p video stream to end users. Similar service
providers include GaiKai3, and G-Cluster4. Another newly started company Ciinow5

claims to stream both video and graphics to the client. We believe these commercial
cloud gaming systems are the state-of-the-art in remote rendering systems, and we
will discuss them in greater technical detail in the next section.

Researchers in academia have been working on the same topic. Game@Large [Eis-
ert and Fechteler 2008; Nave et al. 2008] proposed to send 3D graphics data to the
client. The graphics rendering operations and textures are effectively compressed and
transmitted using the RTP protocol. Jurgelionis et al. [2009] improved Game@Large
with a hybrid approach. For “fat” clients, all graphics rendering operations and tex-
tures are streamed as the original Game@Large design. For “thin” clients that do not
have enough 3D rendering resources, games are rendered on the server and the re-
sult images are compressed with H.264 [Wiegand et al. 2003] for the client. Winter
et al. [2006] proposed another hybrid approach: video streaming is used for intensive
motion sequences, and graphics data is delivered to render static scenes. [Tizon et al.
2011; Wang and Dey 2013] both studied the issues of cloud gaming for mobile devices.
GamingAnywhere [Huang et al. 2013] is an open cloud gaming platform, which may
be used by researchers, developers, and gamers to set up testbeds. Various customiza-
tions on GamingAnywhere are possible, such as dropping in an H.264/MVC [Vetro
et al. 2011] codec to support stereoscopic games.

2.4. Classification and Summary

In this section, we have given a brief overview of different remote rendering designs.
Here, we propose a classification method to summarize those designs and highlight
their pros and cons. Our classification method is inspired by the survey for distributed
graphics systems [Zhou 2006], in which different systems are classified according to
the stage at which the rendering pipeline is split between the server and the client
[Prohaska et al. 2004]. However, that method is unable to classify the complex remote
rendering designs, e.g., the systems that generate environment maps or depth images.
Thus, we propose a new classification method based on the type of data transmitted
from the server to the client. It is sufficient to cover all remote rendering designs we
have reviewed and characterize how rendering computations are distributed. For ex-
ample, the remote rendering systems taking the image streaming approach belong to
the Image category, because only the image frames of the rendering results are trans-

2http://www.onlive.com
3http://www.gaikai.com
4http://www.gcluster.com/
5http://www.ciinow.com
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Table I. Summary of remote rendering systems

Data Type Description

Original
Model

Server: transmit all 3D data to client
Client: perform 3D graphics rendering when all data is received
Pros: general-purpose
Cons: “fat” client; excessive bandwidth for complex models
Examples: [Phil Karlton 2005; Eisert and Fechteler 2008]

Progressive
Model

Server: transmit all 3D data progressively to client, based on viewpoint or multi-
resolution representation
Client: perform 3D graphics rendering upon the arrival of 3D data
Pros: reduce the rendering “start” time; bandwidth control
Cons: “fat” client; pre-processing to generate progressive models
Examples: [Schmalstieg 1997; Lluch et al. 2005]

Simplified
Model

Server: transmit simplified 3D models to client
Client: perform 3D graphics rendering on the simplified models received
Pros: reduce bandwidth usage; reduce rendering workloads on client
Cons: rendering quality loss due to model simplification; pre-processing to
generate simplified models
Examples: [Duguet and Drettakis 2004; Li et al. 2011]

Model +
Image

Server: transmit reformed (usually simplified) 3D models and the difference image
to client
Client: perform 3D graphics rendering and apply the difference image
Pros: maintain rendering quality with low bandwidth and lightweight computation
on client
Cons: pre-processing to generate simplified models and render both original and
simplified models for the difference image
Examples: [Levoy 1995; Mann and Cohen-Or 1997]

Image

Server: perform 3D graphics rendering, transmit result images to client
Client: display the images received
Pros: high rendering quality; low bandwidth usage; no rendering workloads on
client; source secure
Cons: interaction latency
Examples: [Commander 2007; Huang et al. 2013]

Environment
Map

Server: perform 3D graphics rendering of the whole environment, generate an
environment map (i.e., panorama), and transmit the environment map to client
Client: project the received environment map to the correct viewpoint
Pros: pros of Image; no latency for some types of user interaction (e.g., pan, tilt)
Cons: extra workloads on server to generate environment maps; interaction latency
for other unsupported user interactions
Examples: [Chen 1995; Boukerche and Pazzi 2006]

Image +
Depth

Server: perform 3D graphics rendering one or multiple times, extract depth maps
together with result images, and send all result images and depth maps to client
Client: display the result images received; if necessary, run IBR algorithms to
synthesize images at new viewpoints
Pros: pros of Image; reduce latency for most user interactions that only change
rendering viewpoint
Cons: extra workloads on server to generate multiple depth images; extra
bandwidth needed to transmit all depth images; IBR artifacts; interaction latency
for other unsupported user interactions
Examples: [Chang and Ger 2002; Shi et al. 2012a]

mitted. It also indicates that the server performs all rendering computation, while the
client only displays the received images. Interested readers are referred to Figure 6
and Table I for complete information on our classification.

3. CASE STUDY: CLOUD GAMING

In this section, we take OnLive as an example to explain in detail the key research
problems of the remote rendering mentioned at the beginning of this article. We choose
OnLive as our study case because the performance standard for cloud gaming is much
higher than it is for any of the other remote rendering applications reviewed in Section
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Fig. 6. Remote rendering classification

2. A cloud gaming system renders dynamic gaming contents at a high frame rate (e.g.,
30 fps or more) and responds to all types of user interactions in real time. Such a sys-
tem can easily serve other applications that are more tolerant to latency or refresh at a
lower rate. For example, OnLive provides the service of rendering desktop applications
to business customers using the same cloud gaming system.

OnLive is a proprietary cloud gaming system. Some technical system details are
revealed in [Perlman et al. 2010] and the system performance has been measured and
studied in [Claypool et al. 2012; Chen et al. 2014]. OnLive renders 3D games on a cloud
server, extracts game scene images from the frame buffer, compresses the images with
a customized video encoder, and streams the video to a game client through broad-
band networks. The game client simply receives, decodes, and displays the game video.
Meanwhile, it collects user input signals (e.g., the events of mouse, keyboard, or game
controller) and forwards them to the rendering server. Currently, the game client runs
on PC, Mac, set-top box, or even mobile devices (e.g., iPad or Android tablets). Using
such a rendering service, gamers can enjoy the most advanced video games without
buying expensive game consoles. OnLive is highly optimized for satisfactory gaming
experiences. However, it still struggles with two key problems: interaction latency and
data transmission.
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Fig. 7. Illustration of interaction latency
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Interaction Latency. We first take a close look at the components of interaction latency.
Figure 7 shows an illustration of the interaction latency of a video streaming-based
remote rendering system. The overall interaction latency is comprised of the server
processing time (trender + tencode), the client processing time (tdecode + tpost proc), the
propagation delay (tup + tdown), and the transmission delay (ttrans).

OnLive sets the target of interaction latency to be less than 80 ms, so as not to
affect user experience even in motion intensive games [Beigbeder et al. 2004]. Their
approach was to set strict requirements for networking. Users must have a broadband
wired network connection to use OnLive services, which helps to control both prop-
agation delay and transmission delay. Meanwhile, OnLive tries to save every single
millisecond by optimizing every component of the system. Figure 8 elaborates the la-
tency quota for each component in the interaction loop. In order to achieve this goal,
OnLive has made special efforts not only on its own software, but also on its hardware
and networking. For example, OnLive has tried to deploy cloud servers physically close
to users because every 1000 mile of physical distance adds 25 ms round trip delay to
the overall interaction latency [Perlman et al. 2010].
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Fig. 8. Latency analysis of different system components in cloud gaming [Perlman et al. 2010]

Despite all of these efforts, OnLive is still unable to make any guarantees regard-
ing latency. The current approach relies considerably on the connection quality and
network condition. Due to the “best effort” nature of the Internet, latency can easily
fluctuate due to background network traffic. Unlike other video streaming services,
OnLive cannot buffer video frames for smooth playback because the buffer delay adds
to the overall interaction latency. Therefore, any large jitter or packet loss rate may
directly affect users’ gaming experience.

Data Transmission. OnLive suffers from the coding inefficiency of using a real-time
video encoder, i.e., to achieve the same video quality, OnLive consumes a higher band-
width than the latest codecs. The minimum requirement is to have at least 3 Mbps
broadband Internet connections to use the service. However, we have found that the
actual bandwidth usage is much higher. We played Unreal Tournament III: Titan Pack,
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Fig. 9. Sample results from a first-person shooting game: (a) OnLive streaming rate, (b) coding efficiency of
a general purpose video coder in PSNR, and (c) in SSIM

a first-person shooting game, for 60 seconds, and captured all downlink network pack-
ets. From the network trace, we plot the OnLive streaming rate in Figure 9(a), which
indicates that the real-time OnLive encoder produces a stream at a fairly high bit rate:
6.49 Mbps on average. As a comparison, we played a similar first-person shooting game
locally on our laptop and captured a 720p raw video, encoded the raw video at several
bit rates using x264 [Garrett-Glaser 2010] with typical coding parameters. We plot the
resulting Rate-Distortion (R-D) curves on Peak Signal-to-Noise Ratio (PSNR) [Wang
et al. 2001] and Structural SIMilarity (SSIM) [Wang et al. 2004] in Figures 9(b) and
9(c). These two figures show that x264 achieves almost perfect video quality, 40+ dB
(PSNR) and 0.93+ (SSIM) at merely 1.5 Mbps, which is much lower than that used on
OnLive. The experiment reveals that the state-of-the-art OnLive video encoder suffers
from suboptimal coding efficiency, which increases the burden of network streaming
and client processing. More details on these experiments can be found in [Shi et al.
2011a].

Moving to Mobile. Mobile gaming is playing an increasingly important role in the gam-
ing industry as computing becomes more ubiquitous. Applying cloud gaming to mobile
devices can readily boost the rendering quality of mobile games to the game console
level and significantly reduce the complexity of developing the same game for different
mobile devices.

However, applying the current cloud gaming system (e.g., OnLive) to mobile devices
will the latency issue even more challenging. Mobile devices connect to the Internet
through wireless connections like WiFi or mobile networks (e.g., 3G, 4G/LTE, etc.).
Unlike wired Internet connections, wireless connections suffer from longer network
delays. According to the experiments in [Huang et al. 2012], even the best technologies
take more than a 60-ms round trip propagation delay, which alone exceeds the quota
for all networking-related latency shown in Figure 8. This number does not count the
factors of mobility, signal strength, or interference that can easily make the connection
more fragile. Therefore, the current approach cannot be easily extended to wireless
users.

In summary, latency and bandwidth are two issues that are not yet perfectly solved
by the current remote rendering systems and will remain critical challenges for future
systems serving mobile clients. In the next two sections, we will dig deeper into these
two problems and survey proposed solutions.

4. LATENCY REDUCTION

With conventional optimization techniques, the overall interaction latency cannot
break the lower bound of the network round trip delay. However, there is a bypass.
It is possible to generate the visual response frames on the client before any server re-
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sponses are received. In this case, the perceived interaction latency for the user is only
the time it takes for the client to create a response frame (Figure 10). In this section,
we survey the latency reduction techniques that are less affected by network delay.
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Fig. 10. Illustration of interaction latency reduction

4.1. Local Rendering and Dead Reckoning

The easiest method to create a response frame locally is to store 3D data on the client
and perform 3D graphics rendering locally. Some VE walk-through [Lluch et al. 2005]
and remote visualization systems [Duguet and Drettakis 2004] that stream meshes
to the client can apply local rendering and reduce the interaction latency to the time
needed for 3D graphics rendering on each client device. The cloud gaming provider
Ciinow also claims that the integration of 3D graphics streaming [Dharmapurikar
2013b] actually reduces the latency6.

One key issue in this approach is to keep the local rendering synchronized with
the server. For visualization or walk-through applications, the server-client synchro-
nization may only need to keep the rendering viewpoint consistent. Synchronization
becomes more complicated for gaming applications because rendering game scenes
requires knowledge of the game logic and user data (e.g., the speed and direction of
moving objects).

Dead Reckoning, a strategy widely adopted in developing multi-player online games
[Pantel and Wolf 2002], can be applied to mitigate the synchronization problem. The
basic notion of dead reckoning is to agree in advance on a set of algorithms that can
be used by the client to extrapolate the behavior of entities in the game. There should
also be agreement on how far reality should be allowed to get from these extrapola-
tion algorithms before a correction is issued. In the scenario of remote rendering, the
correction can be issued with the server updates after approximately a network round
trip delay.

6http://www.ciinow.com/cloud-gaming-service-technology/
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4.2. Pre-Fetch

For a system that cannot process 3D graphics rendering on the client side, pre-fetch
is an intuitive but effective latency reduction approach. A client (or server) predicts
a user’s future moves and requests the server to transmit the images rendered for
all possible moves. If the prediction hits, the client can simply display the pre-fetched
images and no latency is noticed. If the prediction fails, the client should flush the
pre-fetch buffer and wait for the correct images to arrive from the server.

Hesina and Schmalstieg [1998] introduced a pre-fetch framework for a networked
VE. Chen et al. [2008] discussed how to pre-fetch images of multiple resolutions to
cover different levels of detail. Boukerche and Pazzi [2006] is another example but the
pre-fetched images are panoramas which are sufficient to cover any pan/tilt move-
ments. Different motion prediction methods and pre-fetch protocols are introduced
in Chan et al. [2001] and Lazem et al. [2007]. Touch [1995] introduced a source-
driven pre-sending approach for general communications over high-speed networks.
Pre-sending helps to reduce the latency by half the time of a round trip delay when
bandwidth is not the bottleneck.

Pre-fetch works best for navigating within a static environment, the image of which
can be saved for future use without expiration. The performance of pre-fetch tech-
niques completely relies on the hit rate of motion prediction and the size of the pre-
fetch buffer. The cost is the extra network bandwidth needed to transmit all pre-
fetched scene images, most of which might never be used. Pre-fetch is inappropriate
for applications that render dynamic data, such as games. Such applications refresh
quickly and each frame expires upon the arrival of the next frame. Therefore, a client
needs to pre-fetch for every new frame, which significantly increases the network band-
width usage.

(a) (c)(b)

(d) (f)(e)

v1 v2 v3

Fig. 11. (a) The game scene image and corresponding depth map, while playing game BZFlag
(http://bzflag.org) at the current viewpoint v1 (the tank looks in the 12 o’ clock direction); (b) the game
scene at the target viewpoint v2 (the tank looks in the 1 o’ clock direction); (c) the game scene image and
corresponding depth map at the reference viewpoint v3 (the tank looks in the 2 o’ clock direction); (d) 3D
image warping result of warping (a) to viewpoint v2; (e) 3D image warping result of warping (c) to viewpoint
v2; (f) compose (d) and (e) [Shi et al. 2012a]
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4.3. Image-Based Rendering

Image-based rendering falls between the 3D approach (local rendering) and the image
approach (pre-fetch). It requires the server to send extra information with the render-
ing result images to the client. On the client side, when the user interaction changes
the rendering viewpoint, the extra information can be used to run IBR algorithms to
synthesize the display image at the new viewpoint. Therefore, the interaction latency
is reduced to the time required to run IBR algorithms.

A well-known IBR algorithm is 3D image warping [McMillan 1997]. It takes a depth
image, the viewpoint corresponding to the depth image, and the target viewpoint as
inputs, and outputs the image at the target viewpoint (Figure 11). This algorithm can
be efficiently executed on embedded CPUs/GPUs [Yoo et al. 2010] or on customized
hardware [Popescu et al. 2000]. 3D image warping has been applied in several remote
rendering systems [Chang and Ger 2002; Shi et al. 2012a; Mark 1999; Bao and Gourlay
2004]. For every frame, the server needs to send a depth map with a result image to
the client and the interaction latency for any viewpoint change can be reduced to the
time required to run 3D image warping on the client device.

However, using 3D image warping creates the problem of exposure. The synthesis re-
sult image usually has hole artifacts because there are insufficient pixels in the input
image to fill the surface at a new viewpoint. Various techniques have been proposed
to fill warping holes. Depth filters [Redert et al. 2002] and splat warping [Mark 1999]
are effective for small holes. Super view warping [Bao and Gourlay 2004] and wide
field-of-view warping [Mark 1999] can partially solve the occlusion problem. View com-
pensation [Bao and Gourlay 2004] requires a server to generate the difference image
between the warping result and the actual rendering result. LDI [Shade et al. 1998]
and Double Warping [Shi et al. 2009; Shi et al. 2010] are both based on the idea of
using multiple references to cover exposed holes.

Of all the techniques listed above, Double Warping is probably the most appropriate
technique to reduce interaction latency in remote rendering systems. With this ap-
proach, a server renders not only the depth image at the current viewpoint, but mul-
tiple depth images at other reference viewpoints. The client runs 3D image warping
algorithm for all received depth images and composes all the results. The reference
viewpoints are carefully selected based on a prediction of camera movement [Mark
1999; Shi et al. 2010]. Note that the prediction here is slightly different from the mo-
tion prediction for pre-fetch. It does not need to give the accurate position of the future
viewpoint, but only a possible direction/area. With the predicted direction/area of mo-
tion, references should be selected to cover that area so that a high-quality hole-free
image can be synthesized by the client (Figure 11). Different reference selection al-
gorithms have been studied in [Mark 1999; Shi et al. 2009; Shi et al. 2012a; Hudson
and Mark 1999; Thomas et al. 2005]. Double Warping actually converts the network-
dependent latency reduction problem to a content-based reference selection problem.

4.4. Summary

We have discussed three types of techniques that can successfully mitigate the influ-
ence of network delay on interaction latency. The pros and cons of each of these tech-
niques are summarized in Table II. In practice, all three techniques can be combined
in one system to achieve the best result. For example, in the scenario of cloud gaming,
we can pre-fetch the panoramic image of the surrounding background environment,
use 3D image warping algorithms to render moving foreground objects, and download
3D data on the client side to handle other user interactions like firing a weapon.
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Table II. Summary of latency reduction techniques

Approach Description

Local
Rendering

Pros: works for any user interactions
Cons: requires 3D graphics rendering on the client side
Best for: lightweight rendering tasks, animations, non-viewpoint-changing actions

Pre-Fetch

Pros: simple image-based approach; no rendering computation on the client side
Cons: works only for static scenes and discrete viewpoint-changing actions;
relies on accurate motion prediction
Best for: static background environment navigation

Image-Based
Rendering

Pros: works for both static and dynamic scenes; image-based approach; lightweight
computation workloads on the client side
Cons: Works only for viewpoint-changing actions; hole artifacts
Best for: foreground moving objects

5. DATA TRANSMISSION

We mainly focus on the data transmission module of remote rendering systems, and
we classify all the studies in the literature into three groups. We first present the
data compression techniques that are suitable for remote rendering systems. This is
followed by the data streaming protocol and strategies that deliver the encoded data
streams to clients. Finally, we present the latest work on QoS/QoE evaluations for
remote rendering systems. The data transmission module has to satisfy stringent real-
time constraints, and thus imposes a direct effect on the overall system performance.

5.1. Data Compression

In remote rendering systems, the data transferred between the server and client are
compressed using various algorithms in order to reduce the network loads. We present
the tools for common data compression, depth image compression, and joint coding.

Common Tools. There are many tools that can be used for compressing images, videos,
and graphics, including lossless compression, lossy image/video compression, real-time
video encoding, compound image encoding, and graphics encoding. We detail each of
these common tools in the following paragraphs.

The lossless compression tools, such as LZO [Oberhumer 1996], BZIP [Seward 1996],
and [Weinberger et al. 1996], harvest the repetitions in raw data for encoded data at a
reduced bit rate. Uncompressing these encoded data results in perfect reconstruction
identical to the input raw data. The lossless compression tools are general-purpose
and can be used to compress texts, executables, binaries, audio, images and graphics.
These lossless compression tools were used by the servers in early remote rendering
systems [Ma and Camp 2000; Hege et al. 2000; Levoy 1995] to compress the rendered
images before transferring them to the client.

Compared to the lossless compression tools, the lossy image compression tools drop
the details that are unnoticeable to the human eye to further reduce bit rates. There
are several early attempts to use lossy image compression tools for leveraging char-
acteristics of human visual systems [Ikonomopoulos and Kunt 1985; Kunt et al. 1987;
Egger et al. 1995; Campbell et al. 1986; Marcellin et al. 2000; Skodras et al. 2001;
Du and Fowler 2007]. Although the lossy image compression tools may be used to
compress videos as well, they cannot leverage the redundancy across multiple frames.
The hybrid video coders [Wang et al. 2001] integrate lossy image compression tools
with motion-compensation tools to exploit the temporal redundancy. The hybrid video
coders have been standardized as, e.g., MPEG-4 [Schafer 1998] and H.264/AVC [Wie-
gand et al. 2003], which (or their variations) are used by several modern remote ren-
dering systems [Noimark and Cohen-Or 2003; Lamberti and Sanna 2007; Jurgelionis
et al. 2009; De Winter et al. 2006; Perlman et al. 2010; Shi et al. 2011a; Herzog et al.
2008; Huang et al. 2013]. The video coding tools proposed in [Tran et al. 1998; Bayazit
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1999; Liu et al. 2007] adopted some or all of the real-time coding constraints discussed
in [Reddy and Chunduri 2006; Schreier et al. 2006]. When extremely low coding de-
lay, in the order of nanoseconds, is required, intra-frame video coders [Lee and Song
2008; Nadeem et al. 2010], which essentially compress individual video frames inde-
pendently, can be used at the expense of significantly lower coding efficiency.

Compound image coding tools target compressing computer desktops consisting of
less motions, but a combination of texts, graphics, and natural images. Shape Prim-
itive Extraction and Coding (SPEC) [Lin and Hao 2005] segments each image into
texts/graphics and natural image regions, and encodes the texts/graphics regions us-
ing a lossless compression algorithm, and the natural regions using JPEG. A similar
idea was proposed by Maheswari and Radha in [2010]. Wang and Lin [2009] proposed
to concurrently compress each macroblock using H.264 [Wiegand et al. 2003] and gzip
[Gailly 1992], and choose the better compressed macroblock in the rate-distortion fash-
ion; they later proposed a generalized system called United Coding (UC) [Wang and
Lin 2012] based on multiple lossless coders, such as Run-Length Coding (RLE), gzip,
and Portable Network Graphics (PNG). Two new H.264 intra modes were proposed in
[Lan et al. 2010] to better exploit spatial redundancy in compound images. The first
mode directly quantizes and entropy-codes the intra-predicted residues and the second
mode uses adaptive vector quantization. Han et al. [2010] extended H.264 [Wiegand
et al. 2003] by adding a preprocessor, an adaptive quantization algorithm, and a rate
control algorithm.

Graphics coding tools are used to compress geometric graphics data, e.g., polygonal
meshes, point clouds, and volume data. Compressing polygonal meshes was consid-
ered in an early geometry compression study [Deering 1995], which generated a linear
stream of polygonal meshes before applying Huffman, delta, and VLC coding. In [Li
and Kuo 1998], the polygonal meshes were represented by topological and geometrical
data, and different coding tools were applied to them. Local compression of polygo-
nal meshes was proposed for low-complexity mesh compression algorithms [Gumhold
and StraBer 1998]. A spectral compression method projects polygonal meshes onto an
orthonormal basis for progressive mesh streaming [Karni and Gotsman 2000]. The
multi-resolution 3D Discrete Wavelet Transform (DWT) analysis was used for low bit-
rate polygonal mesh compression [Payan and Antonini 2002]. CODDYAC [Vasa and
Skala 2007] studied the mesh compression problem from both spatial and temporal
domains. The error resilience problem of polygonal mesh streaming was investigated
in [Park et al. 2006]. The geometry compression algorithms for non-polygonal meshes
were studied in [Gumhold et al. 1999]. The compression algorithms for normal maps
were considered in [Shi et al. 2012b]. Many more mesh compression algorithms are
proposed in the literature. Interested readers are referred to a survey [Peng et al.
2005].

Depth Compression. Depth images play an important role in image-based rendering.
The compression of depth images has been well studied in the literature. For exam-
ple, regions-of-interest and dynamic range adjustments were considered in [Krish-
namurthy et al. 2001]. Surface shape prediction was used to compress some regions
[Zanuttigh and Cortelazzo 2009]. LDI (Layered Depth Image) has been employed in
some remote rendering systems [Chang and Ger 2002], which can be compressed by
the algorithms introduced in [Duan and Li 2003; Cheng et al. 2007]. Other depth com-
pression algorithms include [Sarkis and Diepold 2009; Penta and Narayanan 2005;
Kum and Mayer-Patel 2005; Yang et al. 2006; Chai et al. 2002]. Studies [Milani and
Calvagno 2010; Shi et al. 2011a; Oh and Ho 2006; Morvan et al. 2007] showed that the
modified H.264 [Wiegand et al. 2003] encoders can efficiently encode depth images.
For example, Oh and Ho [2006] computed candidate motion modes by utilizing texture
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videos’ motion information for shorter encoding time yet higher coding efficiency. Mor-
van et al. [2007] concurrently employed block-based and 3D warping prediction modes.
The rendering qualities of different depth image compression algorithms were given in
Merkle et al. [2009]. Interested readers are referred to a survey of depth compression
algorithms [Shum et al. 2003].

Jointly Encoding. In a remote rendering system, the encoder usually runs on the same
server as the rendering engine. Researchers have found that better coding performance
can be achieved by jointly encoding the rendered images with the metadata extracted
from the rendering engine. Noimark and Cohen-Or [2003] used graphics information
to segment the background and foreground, applied different quantization parame-
ters, detected scene cuts using motion information, and analyzed the optical flow to
speed up motion estimation. All these steps help boost the performance of MPEG-4
encoding. Pajak et al. [2011] proposed compressing low-resolution depth images using
H.264 [Wiegand et al. 2003] and streaming the H.264 videos along with augmentation
information such as edges and motions. Upon receipt, the depth images are upscaled
to their original resolution with the assistance of edges and motions. Shi et al. [2011a]
retrieved the run-time graphics rendering contexts, including rendering viewpoints,
depth images, and camera movements, from the 3D game engine. These contexts can
be used to increase the compression ratio of cloud gaming video streams.

5.2. Data Streaming

For data streaming, we survey the streaming protocols and several streaming strate-
gies.

Protocols. Several network protocols have been proposed to stream compressed videos
over the Internet. For example, GLX [Phil Karlton 2005] was designed as an extended
X11 protocol for streaming 3D rendering operations, and NX [BerliOS 2008] was pro-
posed to improve the remote rendering efficiency of X11/GLX. Compression, caching,
and round trip time suppression are included in the NX protocol to boost the overall
speed of streaming XLib and OpenGL operations. Remote Frame Buffer (RFB) is an
open network protocol used by VNC systems [Richardson et al. 1998] to stream frame
buffer updates. THiNC, introduced in [Baratto et al. 2005], is another protocol that
streams low-level drawing operations. Figure 12 compares the difference among these
four protocols.

The network protocols proposed for video streaming [Li et al. 2013], such as RTP and
DASH, may also be used in remote rendering systems. 3TP for graphics [AlRegib and
Altunbasak 2005] is a network protocol for streaming 3D models over lossy channels
on top of both TCP and UDP. 3TP combines source and channel characteristics to
minimize end-to-end delay.

Progressive Streaming. Progressive streaming transmits lower-quality graph-
ics/texture data, which are followed by refinements. Hoppe [1996] first proposed
constructing progressive meshes. Rusinkiewicz et al. [2000; 2001] introduced QSplat
to progressively divide large-scale dense graphic models for networked visualization.
The cases where the geometry models are simple but the texture maps are complex
have also been studied in [Cohen-Or et al. 1999] and [Marvie and Bouatouch 2003],
in which the texture maps are organized based on user viewpoint for progressive
transmission. [Yu et al. 2004; Tu et al. 2006] proposed using parallel Oct-trees to
manage very large scale (in the range of tera-scale) unstructured meshes. This
type of structure allows the rendering processor to process data blocks at different
resolutions. While progressive streaming allows remote rendering systems to utilize
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Fig. 12. Thin client and remote rendering [De Winter et al. 2006]

available bandwidth for higher data transmission quality, it does not actively change
the data representations.

Adaptive Streaming. Adaptive streaming dynamically adjusts the data representations
at the remote rendering server based on the current network conditions. Schneider and
Martin [1999; 2000] proposed a performance model to evaluate client-server remote
rendering systems. Their model selects a remote rendering approach based on three
components: transmission time, quality, and interactivity. Pasman and Jansen [2003]
developed a similar model for a client-server image-based rendering system to deter-
mine which graphical representation and graphics simplification technique should be
used. Wang and Dey [Wang and Dey 2012] proposed an adaptive streaming approach
that jointly changes rendering the encoding parameters to adapt to the network condi-
tions for mobile cloud gaming. Ciinow [Dharmapurikar 2013a] proposed several band-
width adaption schemes for different types of data. For cases in which large scale data
is visualized, adaptive streaming should also consider the storage space available on
the hard disk as well as network bandwidth [Malakar et al. 2010].

5.3. QoS/QoE Evaluation

The design space of data compression and data streaming in remote rendering sys-
tems is large. Therefore, the QoS and QoE measurement techniques for remote ren-
dering systems are important for system evaluation. We survey a few representa-
tive measurement techniques below and discuss how they can be extended to better
suit remote rendering systems in Section 6. Readers who are interested in more data
streaming QoS/QoE measurement techniques are referred to [Chikkerur et al. 2011].
Serral-Gracia et al. [2010] surveyed the QoE measurement of video streaming sys-
tems. Stegmaier et al. [2003] discussed in depth how QoS parameters affect remote
visualization. Pravati et al. [2011] studied the QoS and QoE measurements and perfor-
mance monitoring for rendering VE remotely on mobile devices. Wang and Dey [2009]
proposed a QoE model for mobile cloud gaming, which takes the game type, resolu-
tion, frame rate, video quality, delay, and packet loss into consideration, and their QoE
measurement techniques were presented in Wang and Dey [2012]. VQ (Video Quality)
[Nieh et al. 2003] is another metric to measure the actual video streaming perfor-
mance of a thin-client system. Owing to the frame rate requirement of video playback,
the system may actively drop video frames if they arrive late. Therefore, a slow motion
benchmark that has a much lower frame rate requirement is applied to make sure that
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no frame is dropped by the testing system. VQ was also borrowed in the image-based
remote rendering systems [De Winter et al. 2006].

6. DISCUSSIONS

With the explosion of mobile devices and cloud computing, we truly believe the inte-
gration of these technologies will not only be limited to data sharing, but it will extend
to distributed computation. Although mobile devices have more powerful, the abun-
dance and flexibility of cloud resources still offer several incentives for mobile devices
to the resources, including CPU (processing), GPU (rendering), energy, storage, and
security [Abolfazli et al. 2014]. Therefore, we expect to see more seamless integration
between mobile devices and cloud servers in computation-intensive tasks, and remote
rendering will be an important part of this evolution. In this section, we want to share
our vision of the future research directions on remote rendering.

Mobile Cloud Gaming. According to [Dinh et al. 2011], mobile cloud gaming is a major
application of mobile cloud computing. We have already discussed the problems and
difficulties of applying the current cloud gaming systems directly to mobile platforms
in Section 3. New approaches are demanded to stream video games efficiently to mobile
devices within strictly enforced latency restrictions.

After surveying all remote rendering related techniques, we believe the ideal mobile
cloud gaming system should divide the rendering tasks based on rendering complexity
and latency sensitivity, and process them differently. The tasks that are less sensitive
to latency can be rendered on the server using an image-based approach. For the tasks
that are sensitive to latency but easier to render, the 3D models can be streamed to
the client to render locally. Only the tasks that are both sensitive to latency and com-
plicated to render need to be treated specially. To be specific, we can choose to either
generate a simplified 3D representation, or use IBR techniques for approximation, so
that the rendering computation on the client can be managed with the available hard-
ware resources. Finally, the image layers from different tasks are composed for the
final display [Torborg and Kajiya 1996].

Remote Rendering Model, Library, and Service. Building a cloud gaming system alone may
not solve all latency and bandwidth problems completely. This is because video games
are designed to be rendered locally and game developers have no notion of large in-
teraction latency in mind. In the long run, the success of cloud gaming relies on the
adoption of the remote rendering model. Game developers should consider the network
distributed architecture from the beginning stages of the development of new games.
The concepts of two computers remotely connected by a delayed link, image streaming,
graphics streaming, data synchronization, etc., should be integrated with the design of
the game engine. At the same time, it is also necessary to encapsulate all the details
of data compression, streaming protocols, IBR algorithms, etc., into, say, an Open Re-
mote Graphics Library (similar to OpenGL), so that the developers can focus on game
content. Another interesting topic is the provision of rendering as a cloud service so
that any application with rendering requests can benefit from cloud computing.

Quantitative Performance Evaluations. Another interesting and important research topic
involves defining a quantitative performance evaluation metric for remote rendering
systems. Existing attempts [Wang and Dey 2009; 2012] studied the QoE model to eval-
uate the performance of remote rendering, but a quantitative metric like PSNR [Wang
et al. 2001] or SSIM [Wang et al. 2004] that can be effectively calculated at run-time
will be even more useful to help the rendering server to adjust encoding and streaming
parameters for varying network conditions. For example, Shi et al. [2011b] proposed
DOL (Distortion Over Latency) to evaluate the interactive performance of remote ren-
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dering systems. DOL is defined to combine both interaction latency and rendering
quality into one score to measure the interactive performance. However, the metric
can be improved by integrating more components and validated with both extensive
objective and subjective tests.

7. CONCLUSION

In this article, we have provided background knowledge on remote rendering systems,
surveyed the existing remote rendering designs from different perspectives, summa-
rized the technologies that are applied to build key components of a real system, and
discussed the possible directions of future research. From the survey, we observe that
the state-of-the-art remote rendering designs are usually customized to meet the re-
quirements of specific applications. The direction of building a more general and scal-
able remote rendering system demands new frameworks, algorithms, and program-
ming models that can guide developers in designing better distributed applications.
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